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Abstract. A study of the identification of the short-lived K∗± resonance via its decay into a K0s and
a charged pion has been carried out. A sample of minimum bias PYTHIA pp collision events has been
simulated and fully reconstructed in the ALICE detector. Traditional methods based on multidimensional
topological cuts and artificial neural networks with different architectures have been compared in detail.
Examples of additional use of multivariate discrimination methods are also reported.

PACS. 25.75.Dw; 25.75.-q; 87.18.Sn; 02.50.Sk

1 Introduction

The Large Hadron Collider (LHC) at CERN will pro-
duce beams of protons and heavy ions up to 14 TeV
and 5.5 ATeV c.m. energy respectively. The ALICE ex-
periment [1, 2] is dedicated to the study of these ultra-
relativistic pp and nucleus–nucleus collisions. Heavy-ion
collisions at such energies allow the study of a hot and
dense matter, with the possibility to observe several probes
giving information on the first stage of the collision.
Among the important signals proposed to study the

possible phase transition from nuclear matter to a plasma
of quarks and gluons, in-medium modifications of meson
resonances are a relevant observable [3], since they carry in-
formation on the interaction of such particles and/or their
daughters with the fireball medium.
The study of short-lived resonances, with typical life-

times in the order of a few fm/c, i.e. comparable to the
expected lifetime of the hot and dense matter produced
in such collisions, may also probe the role of the rescat-
tering and regeneration processes between chemical and
kinetic freeze-out. The observation of such resonances is
critical both in pp and in heavy-ion collisions, because of
the large background originating from the high multipli-
city environment. Simulation studies of the reconstruction
capabilities in the ALICE detector have been carried out
for several years to date, although some improvement in
the algorithms and performance may still be expected es-
pecially for the most challenging cases.
Here we want to discuss the possibility to reconstruct

the two-step decay of the K∗± short-lived resonance (with
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a cτ = 4 fm and a branching ratio of 33%) into a charged
pion (π±) and a K0s (decaying in turn into a π

+π− pair
with a cτ = 2.68 cm and a branching ratio of 68.6%). For
such study we used a sample of 2×105 pp minimum bias
events generated with PYTHIA [4] at 900GeV c.m. en-
ergy and fully reconstructed in ALICE. Such a set of events
could be available during the LHC beam commissioning,
according to the original schedule. A much larger set of
events is expected at the full 14 TeV c.m. energy, for which
detailed simulations are in progress, with the help of dis-
tributed GRID computing facilities. Even though a fine
tuning of the reconstruction proceduremay be necessary at
the final LHC energy, most of the considerations and the
obtained results at 900GeV are rather indicative of what
can be expected at higher energies.
K∗± resonances were measured at

√
s = 200GeV by

the STAR Collaboration [5] in minimum bias pp interac-
tions and in peripheral Au–Au collisions, by reconstruction
procedures based on topological cuts taking into account
the detector capabilities. These allowed, for pp collisions,
to identify at mid-rapidity a sample of approximately
104K∗± with transverse momenta higher than 0.7GeV/c.
Traditional methods based on topological cuts and neu-

ral network approaches were both employed in the present
work, with the aim to exploit their capabilities in a situ-
ation where the signal is expected to be much smaller than
the combinatorial background arising from false associa-
tions of K0s and charged pion tracks. Additional tests with
multivariate discrimination methods which are now widely
available to the high energy physics community through
well diffused packages were also carried out. Section 2 de-
scribes the strategy to reconstruct short-lived resonances
in the ALICE environment, while Sects. 3 and 4 report the
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results obtained for theK∗± in case of traditional and neu-
ral network approach respectively. A comparison between
alternative methods through the Toolkit MultiVariate An-
alysis (TMVA) package is discussed in Sect. 5. Some con-
clusions are finally drawn in Sect. 6.

2 The ALICE environment and the
reconstruction of short-lived resonances

ALICE is a general-purpose experiment at the CERN
Large Hadron Collider, especially conceived for the study
of heavy-ion physics. It is designed to track and identify the
large number of particles (dNch/dy up to 8000) predicted
in ultra-relativistic Pb–Pb collisions at 5.5 ATeV.
The ALICE detector includes a central part (span-

ning the central rapidity region −0.9 < η < 0.9), inside
a magnet which provides a weak solenoidal magnetic field
(0.2–0.5 T), and a forward part (covering the large rapidity
region). The central part has several detectors for track-
ing and particle identification: the inner tracking system
(ITS), the time projection chamber (TPC), the transition
radiation detector (TRD) and the time-of-flight (TOF).
While all these detectors have a complete coverage in az-
imuth, the central region has also two additional detec-
tors with partial azimuth coverage: the high momentum
particle identification detector (HMPID) and the pho-
ton spectrometer (PHOS). An additional electromagnetic
calorimeter (EMCal), presently under construction, will
soon be included in the ALICE installation. In the for-
ward rapidity region (−4< η <−2.5) the muon spectrom-
eter will detect single muons and muon pairs. Additional
detectors are the zero degree calorimeter (ZDC), the pho-
ton multiplicity detector (PMD), the forward multiplicity
detector (FMD) and the V0 and T0 detectors, for more
specialized tasks.
The primary vertex in ALICE is reconstructed through

the information provided by the two innermost pixel
layers, with a resolution along the beam axis as good as
a few µm in case of Pb–Pb collisions and up to 40 µm for pp
collisions. Since the lifetimes of short-lived resonances are
in the order of 1–50 fm/c, their decay products originate in
most cases (K∗(892), Λ(1520), ρ, φ, . . .) from the primary
vertex, and may be considered as primary particles as far
as the tracking is concerned. However, in the case of K∗±,
the daughter K0s has a cτ of 2.68 cm, so that a secondary
vertex needs to be identified, with a proper association of
theK0s to a primary pion (Fig. 1).
In addition to primary and secondary vertex recon-

struction capabilities, good identification of short-lived
resonances relies also on additional features of the ALICE
detector:

i) Tracking efficiency: tracking strategies in ALICE make
use of the Kalman filter method through the ITS and
the TPC detectors. Such strategies allow a good track-
ing performance, down to very low momenta, even for
high multiplicity events.

ii) Momentum resolution: the association of ITS, TPC
and TRD detectors results in a pT resolution as good

Fig. 1. Topology of the K0s and K
∗± decays

as 3% up to 100GeV/c, and correspondingly better
(about 0.7%) for momenta in the order of 1 GeV/c,
which are relevant for the bulk of the resonance yields.

iii) Track impact parameter resolution: the information on
the impact parameter is mainly driven by the ITS and
TPC detectors, with a resolution on the transverse im-
pact parameter expected to be smaller than 100 µm in
the GeV/c region.

iv) Particle identification: charged particle identification
(PID) is achieved at low momenta, from 0.2 GeV/c, by
means of a combined dE/dx information from the sili-
con layers of the ITS and from the TPC. At higher mo-
menta, in the order of a few GeV/c, the TOF detector
is able to provide an optimal identification. A Bayesian
approach is used to combine the PID information asso-
ciated to the different detectors.

Figure 1 shows the topology of theK0s andK
∗± decays.

Two different strategies for the reconstruction of K0s or Λ
(both denoted usually as a V0 decay vertex) have been de-
veloped in ALICE, one based on selection and coupling of
secondary tracks after full tracking, the other trying to find
V0 candidates during the tracking itself. In the first ap-
proach, the V0 finding procedure starts with the selection
of secondary tracks: tracks which have a too small impact
parameter (b+, b−) with respect to the primary vertex are
eliminated. Then, each secondary track is combined with
all the other secondary tracks having an opposite charge.
A pair is rejected if the distance of closest approach (dca)
between the two tracks is too large. Once the secondary
vertex position is defined, only the vertices inside a given
fiducial region of radius R are kept. The inner boundary
of this fiducial region is limited by the expected particle
density and the tracking precision. Finally, the V0 finding
procedure checks whether the momentum of the V0 candi-
date points back to the primary vertex, through a cut on
cos θp, the cosine of the pointing angle between the V0 mo-
mentum and the vector R connecting the primary vertex
and the V0 vertex position.
In order to reconstruct the K∗± decay, a candidate K0s

must be associated to a pion track originating from the
primary vertex (i.e. with an impact parameter bpion not
exceeding a given value). The relative angle ϑrel between
the K0s and the pion momenta, as well as the momenta
themselves may also be used in principle to improve the
separation of true decays from the background.
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Table 1. Summary of topological cuts used for the identification of the K0s

Cut dca (cm) b+ (µm) b− (µm) R (cm) cos θp Eff. (%) Purity (%)

PPR loose cuts ≤ 5.30 ≥ 21 ≥ 21 ≥ 0.07 ≥ 0.717 84.1 72.7
PPR tight cuts ≤ 3.46 ≥ 115 ≥ 115 ≥ 0.34 ≥ 0.994 52.1 97.9
Present cuts ≤ 2.50 ≥ 150 ≥ 150 ≥ 0.30 ≥ 0.99 54.0 97.8

The Armenteros–Podolanski [6] variables α and qt have
been also considered, both for the symmetrical decay of
theK0s and for the asymmetricalK

∗± −→K0s +π
± decay.

3 Study of the K�� decay into K0s and π
�

via topological cuts

To reconstruct the K∗± resonance, different sets of stan-
dard cuts were tested for the selection of K0s (see Table 1):
a set of loose cuts which retains most of the secondary
vertices, although with a large amount of background still
present, and two slightly different sets of tight cuts, which
select a sample of K0s with a higher purity for further cor-
relation studies. All sets are based on the use of the five
variables dca, b+, b−, R, cos θp. We also considered pos-
sible cuts in the Armenteros–Podolanski plane defined by
the variables α and qt, but they did not sensibly improve
the results. Table 1 shows the typical performance of such
sets, in terms of cut efficiency (with respect to the number
of findable K0s ) and sample purity. The first two rows in
Table 1 refer to the cuts already discussed in the PPR [2].
With the PPR tight cuts, a selection efficiency of 52.1% is
obtained, with a sample purity of 97.9%. Slightly better re-
sults may be obtained with the set listed in the last row,
which gives an efficiency of 54%, with a comparable sam-
ple purity, and a significance S/

√
(S+B) = 56 for 2×105

events. After applying such cuts, the invariant mass spec-
trum of the V0 candidates is shown in Fig. 2. All the re-
sults here and in the following always refer to the invariant
mass window between 0.48 and 0.51GeV/c2, which defines
a golden K0s .
After selection of K0s , the K

∗± may be reconstructed
by coupling the K0s to each primary pion (impact parame-
ter smaller than 3 cm) in the event. Both charge signs were
included in the analysis, so the results refer to the sum
of K∗+ and K∗−. Without any additional cut, one gets
the invariant mass spectrum shown in Fig. 3. By subtrac-
tion of the combinatorial background by the event mixing
technique, as explained in the following, a signal-to-noise
ratio equal to S/B = 0.059 was obtained in the mass region
(0.8–1.0)GeV/c2. In principle, additional kinematical vari-
ables may be used to improve the S/B ratio, with a loss
of efficiency. Among such variables, we tested the pion
track impact parameter bpion, the relative angle ϑrel be-
tween the K0s and the charged pion, the momentum pres of
the K∗± and the Armenteros–Podolanski variables of the
resonance, αres and qtres . Application of such cuts slightly
improves the S/B ratio up to 0.073, with a cut efficiency
reduction down to 67%. However, the invariant mass spec-

Fig. 2. Invariant mass of K0s , as selected by a standard set of
cuts (last row in Table 1)

Fig. 3. Invariant mass of the K0s–π
± pairs, after selection of

K0s through standard cuts
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trum is strongly deformed by such cuts, which reduce the
available phase space outside the resonance peak.
The extraction of the signal was then accomplished

by evaluating the combinatorial background around the
resonance peak, without imposing additional kinematical
cuts. The event mixing technique (i.e. coupling a K0s from
one event and a charged pion from another event) was
used. To investigate the effect of the event properties on
the event mixing, a preliminary study of the background
in the event mixing technique was carried out, compar-
ing the true background (defined by all those pairs which
do not originate from a K∗ decay) and the combinato-
rial background evaluated by event mixing, for different
selections of the event pairs. As a result, only events with
similar vertex location (∆z ≤ 3 cm) and particle multi-
plicities (∆m ≤ 5) were included in the mixing proced-
ure. A sufficiently large number of events were mixed, so
as to ensure a negligible statistical error. The combinato-
rial spectrum was then normalized outside the resonance
peak.
Figure 4 shows the result of the subtraction of the com-

binatorial background from the signal spectrum, compared
with the distribution of the true K0s–π

± pairs. The signif-
icance for 2×105 events is S/

√
(S+B) = 7.6. The yield

and peak position of the extracted signal are in general
agreement with the corresponding quantities for the true
pairs. There is however some overestimation (1090 found
pairs against 935 true pairs) of the yield with respect to the
true pairs, especially on the left side of the invariant mass
peak. This could result from imperfect background estima-
tion. Additional information on the pt-dependence of the
signal, as well as any consideration on the possibility to
measure with high precision the position and the width of
the mass peak, which could be important to understand in-
medium modifications of the resonance properties, would
require a much larger set of events, such as those expected

Fig. 4. Comparison between true (crosses) and found (his-
togram) K0s–π

± pairs, after subtraction of the combinatorial
background by the event mixing technique

at the full LHC energy, and will be the object of further
investigations.

4 Testing a neural network approach to the
problem

The optimization of traditional kinematical and topo-
logical cuts in a multidimensional space is always a long
process, which does not guarantee to lead to optimal re-
sults, since the number of variables may be rather high
and often correlations between them are expected. In such
cases, alternative methods may be tested, which try to
reduce the number of variables, such as the principal com-
ponent analysis (PCA) [7] or the linear discriminant analy-
sis (LDA) [8]. A widely used approach in such situations is
also given by neural networks [9], which have been used in
a variety of applications concerning particle and rare de-
cays identifications [10]. In this paper we tested different
network topologies for the recognition of the K0s −→ π

+π−

andK∗± −→K0sπ
± decays, comparing the results to those

obtained with classical cut selections. An additional series
of tests aiming at the comparison between additional mul-
tivariate discrimination methods is discussed in the next
section.
A feedforward multilayered neural network consists of

a set of input neurons, one or more hidden layers of neu-
rons, a set of output neurons, and synapses connecting each
layer to the subsequent layer. The synapses connect each
neuron ai in the first (a) layer to each neuron bj in the hid-
den (b) layer and each bj neuron to the output.
Several network architectures were tested. The inputs

to the network were chosen among the kinematical param-
eters defined above. In a first approach, a neural network
was trained to recognize the K0s decay, using as input neu-
rons a number of variables between 5 (dca,R, b+, b−, cos θ)
and 9 (the above variables plus the invariant mass MK0s ,
the Armenteros–Podolanski variables α, qt, and the K

0
s

momentum, pK0s ).
The training phase was carried out on a sample of

4000 candidates K0s (invariant mass between 0.48 and
0.51GeV/c2), containing true and fake V0’s in the correct
ratio, and randomly distributed in the sample. Network
weights were randomly initialized, and the updating pro-
cess was stopped after Nepochs iterations, usually when the
errors, either in the learning or in the testing samples, did
not sensibly change. Different tests were made, by choosing
the number of layers and neurons in each layer (no hidden
layers, one and two hidden layers), the learning method
used by the network and the number of epochs where to
stop the learning step.
As an example, Table 2 shows a comparison between

different learning methods used in a 9-9-1 network (9 in-
put neurons, 9 neurons in the hidden layer and 1 output
neuron), as they are usually available in standard analysis
packages. From this and additional tests, no strong depen-
dence of the results was seen on the network parameters.
Figure 5 shows a plot of the network output, for the back-
ground and the signal (K0s ), obtained with the stochastic
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Table 2. Comparison of different learning methods used in the
neural network recognition of theK0s

Learning method Efficiency Purity
(%) (%)

Stochastic minimization 65.6 92.1
Steepest descent, fixed steps 58.8 87.9
Steepest descent, line search 61.4 92.1
Polak–Ribiere conjugate gradients 60.9 95.9
Fletcher–Reeves conjugate gradients 61.6 95.3
BFGS method 62.7 96.0
Hybrid linear-BFGS method 63.6 94.0

Fig. 5. Output from the neural network for the recognition
of K0s

minimization learning method applied to a 9-9-1 network
topology. Depending on the choice of the cut on the neu-
ral network output, one may select a sample with higher
purity (defined as the ratio between the number of found
and true particles – in such a case the K0s – and the num-
ber of found particles), with some efficiency loss, as it is
shown in Fig. 6. Also shown for comparison are the results
obtained from two sets of standard cuts.
Some improvement in the significance S/

√
(S+B) was

also observed for the neural network strategy, from the
value 56 obtained with the standard cuts to values rang-
ing from 59 to 61, depending on the choice of the cut.
Figure 7 shows the invariant mass spectrum of the π+π−

pairs, for different values of the neural network cut. Com-
parable results were obtained with a simplified network
architecture, with only 5 input neurons, corresponding to
the main kinematical variables. Setting up the optimal
conditions for a neural network implies a long and time-
consuming process, since several possibilities may be ex-

Fig. 6. Sample purity vs efficiency in the reconstruction of the

K0s decay, for different values of the cut on the neural network
output (0.5, 0.6, 0.7, 0.8, 0.9, 0.95, 1.0). The empty squares
mark the results obtained from two sets of standard cuts

ploited. This means that the results shown here are not
necessarily the best which one could obtain from a neu-
ral network approach; however, since the results do not
strongly depend on the different choices explored, one can
be confident that the best performance is not far from the
one actually obtained. Along this line, one can conclude
that the use of neural networks gives in such case compa-
rable, or slightly better results than traditional methods
based on topological cuts. This is in qualitative agreement
with what found, e.g., in [11] in a different context, namely
2 GeV/nucleon Ni+Cu interactions.
To reconstruct the K∗± resonance, several strategies

making use of neural networks may be employed. One
possibility is to use a mixed approach, where K0s ’s are
first identified by classical methods (or by a neural net-
work itself, if this results in a better performance) and an
additional neural network is implemented using only the
variables describing the resonance. In a global approach,
a unique neural network is built with all the possible inputs
which take into account both the decay ofK∗± intoK0s and
π± and ofK0s into π

+π−. We tested both possibilities with
similar results. In the following the strategy making use of
a global network topology is discussed. However, to remove
a large part of the background, a preselection of K0s was
made before starting the learning process. After testing
several network architectures, a 16-16-1 network employ-
ing 16 input neurons, 16 neurons on a hidden layer and one
output neuron (Fig. 8) was employed.
The network was trained on a sample of about 460 res-

onance decays, mixed with a sample of false correlations
betweenK0s and π

±. With the expected ratio between true
and false decays, in the order of 0.05, the network was
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Fig. 7. Invariant mass ofK0s , for
different values (0.5, 0.6, 0.7 and
0.8) of the cut on the neural net-
work output

Fig. 8. Architecture of the neural network implemented for
the K∗± decay recognition. For the sake of simplicity, only
a few synapses between the input layer and the hidden layer are
here shown

not able to recognize the true decays in the testing sam-
ple. The ratio between the two samples was then varied,
and better results were obtained with a 1 : 1–1 : 2 true/fake
ratio in the learning sample. Figure 9 shows the output
from the neural network, while Fig. 10 shows the correla-
tion between sample purity and efficiency in the testing
sample, compared to the results obtained from the tradi-
tional method, for different cuts in the resonance parame-
ters (white squares). A qualitative agreement between the
two methods is found, again with some improvement in the
neural network approach.
Different network topologies were seen to give slightly

worse results. For instance, to compare with the 16-16-1
topology (which gives, for a given cut, values of the
efficiency/purity equal to 97.6%/6.7%), we tested, by the
same cut, a 16-2-1 topology (84.5%/6.7%), a 16-8-4-1
topology (84.2%/6.5%) and a 16-16-16-1 topology
(67.5%/6.4%).
By use of the selection operated by the neural net-

work, with a cut ≥ 0.3, the invariant mass spectrum of the
K0s–π

± pairs was evaluated and compared to that obtained
applying the same cut from the neural network to a sample
of mixed events (Fig. 11). After subtracting the contribu-
tion of the combinatorial spectrum by the event mixing
technique, the result is shown in Fig. 12, compared to the
distribution of true pairs. A nice agreement between the
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Fig. 9. Output from the neu-
ral network for the recognition of
the K∗± resonance

Fig. 10. Sample purity vs. efficiency for the neural network rec-
ognizing the K∗± resonance. The empty squares mark the re-
sults obtained with standard cuts on the resonance parameters

Fig. 11. Invariant mass of the K0s–π
± pairs, after selection

of K0s through the artificial neural network. The dashed his-
togram is the combinatorial background evaluated by the event
mixing procedure
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Fig. 12. Comparison between true (crosses) and found (dashed

histogram) K0s–π
± pairs, after subtraction of the combinatorial

background by the event mixing technique

yield of true and found pairs is observed (1062 found pairs
against 1077 true pairs), not sensibly different from what
observed in case of standard cuts.

5 Comparing multivariate discrimination
methods by the TMVA package

Due to the problems frequently encountered in high en-
ergy physics (HEP), specific packages have been made re-
cently available to HEP users to use and evaluate multi-
variate classification techniques. One such package is the
Toolkit for MultiVariate Analysis (TMVA) which is avail-
able within the ROOT-integrated environment [12]. The
package includes a variety of methods, such as the linear
and non-linear discriminant analysis, multi-dimensional
likelihood estimation, different implementation of artificial
neural networks, k-nearest neighbour classifiers, and many
others. Object-oriented implementations in C++/ROOT
for each individual method are available to the user, in
order to provide an easy way to compare different methods.
Training, testing and evaluation are provided by suitable
scripts which act on the same data set with the same
prescriptions.
While the optimization of each classifier requires a care-

ful tuning of the parameters for the needs of the specific
problem, a reasonable fast check of the capabilities of dif-
ferent methods may be achieved in a short time even with
the default parameters.
For such reason, we tested such possibility by a compar-

ison between some of the widely used methods, employing

the same data set and input variables as discussed in the
previous section. The exercise was only intended as an ex-
ample of what can be done in a specific case, with the help
of a user-friendly toolkit, without going into the details of
the specific optimization process.
Similarly to what discussed in the neural network ap-

proach, the output from each individual classifier is by
convention a variable which accumulates at larger values
for the signal and at smaller values for the background.
Hence, by a proper cutting on this output, the user may se-
lect a sample with higher purity although with a reduced
efficiency. As an example, Fig. 13a–d shows the (normal-
ized) output signal distributions in our test sample, for
the following methods: the boosted decision trees (BDT),
the multilayer perceptron (MLP), the probability density
estimator range search (PDERS) and the function discrim-
inant analysis (FDA). For additional information on the
meaning and use of suchmethods and the proper references
the reader is addressed to the TMVA Users Guide [12].
The shapes of the signal and background samples are dif-
ferent in each of these methods, and in some cases (see
for instance the FDA result with the default parameters
in Fig. 13) a poor discrimination may be expected between
signal and background.
Cutting on each of these classifier outputs, a typical

plot of the background rejection factor versus the signal
efficiency may be obtained, as shown in Fig. 14, which
again compares the result from BDT, MLP, PDERS and
FDA methods. As expected, the performances of the vari-
ous methods may be largely different. However, it must be
stressed that a proper comparison between them may be
carried out only after a detailed tuning of all the relevant
parameters, which is beyond the aims of the present work.
Suitable macros available inside the TMVA package al-

low the user to plot several quantities of interest as a func-
tion of the output classifier cut (the signal efficiency, the
purity, their product, the significance, . . .), in order to eval-
uate the various methods. For our set of simulated data,
an overall comparison of the signal efficiency versus purity
is reported in Table 3 and Fig. 15 for several methods con-
tained in the TMVA package. To allow a comparison, the
value of the cut which maximizes the significance was cho-
sen for each individual method. As expected, most of the
points show a rough anticorrelation between efficiency and
purity, so that one may choose to exploit that particular
method which better fit the user requirement. Boosted de-
cision tree and multilayer perceptron are probably the best
suited methods in this case to increase the signal purity, al-
though at the expense of the efficiency. Final statements
about the superiority of such methods however would im-
ply a detailed tuning of all methods, which is a rather
time-consuming process.

6 Conclusions

A study of the identification of the short-lived K∗± res-
onance in pp collisions detected with ALICE at 900GeV
has been carried out. This study was intended as a pre-
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Fig. 13. Classifier normalized output distributions for signal and background events from the test sample containingK∗± reson-
ance data

Table 3. Comparison of different methods employed in the
TMVA package

Method Efficiency (%) Purity (%)

Boosted decision tree (BDT) 66.9 14.2
BDT decorrelated 71.8 10.3
Friedman–Popscus RuleFit 89.9 2.5
Likelihood 88.3 3.4
Likelihood PCA 83.3 3.4
Probability density estimator 73.4 5.4
range search (PDERS)
H-matrix estimator 85.9 6.0
Fisher discriminant analysis 92.7 3.8
Function discriminant analysis 100 1.9
(FDA-MT)
Multilayer Perceptron 80.0 7.6
Clermont–Ferrand ANN 89.0 3.1
(CFMIpANN)
TMIpANN 80.6 5.9
Support vendor machine 93.2 3.9
(SVM Gauss) Fig. 14. Background rejection factor vs. the signal efficiency

from the test sample containing K∗± resonance data
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Fig. 15. Overall comparison between different classification
schemes, as contained in the TMVA package, when applied to
the test set containing K∗± resonance data

liminary investigation to understand to what extent are
the two-step decays of short-lived resonances observable
in proton–proton events, where the charged multiplicity is
not as high as in Pb–Pb events at the nominal LHC en-
ergy. To test the role of different reconstruction strategies,
traditional methods based on topological cuts in a multi-
dimensional space, neural network approaches and alterna-
tive classification schemes were tested. All strategies do not
guarantee that the achieved results are optimized, since
no a priori criteria exist to arrive at the optimal choice
of the selection cuts or network topology. However, the
results may be considered rather as typical of the per-
formance which can be reached by such approaches. It was
demonstrated that even with a limited number of events,

in the order of a few 105, the yield of the K∗± signal
may be reliably extracted from the invariant mass spec-
trum. A larger number of events, in the order of 106–107,
will then allow a complete study of such resonance decay,
with the possibility to measure the transverse momentum
spectrum in a wide pt-range. As far as the selection strat-
egy is concerned, neural network recognition of the K0s
and of the K∗± resonance was seen to give comparable,
or even slightly better, results than that based on tradi-
tional methods. Additional studies based on alternative
classification strategies, as those briefly presented at the
end of the paper, could be useful in case of very high-
multiplicity events expected in central Pb–Pb collisions at
5.5ATeV.
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